ABSTRACT

The term image processing refers to the manipulation and analysis of two dimensional pictures.This techniques is used for the manipulation, correction and enhancement of digital images and have been in practical from the last 30yrs. Image processing modifies pictures to improve them, extract information and change their structure. Images can be processed by optical, photographic, and electronic means, but image processing using digital computers is the most common method because digital methods are fast, flexible, and precise. The digital image is processed by a computer to achieve the desired result. Image enhancement improves the quality of images for human viewing. Removing blurring and noise, increasing contrast, and revealing details are examples of enhancement operations.
Image processing technology is used by planetary scientists to enhance images of Mars, Venus or other planets. Doctors use this technology to manipulate CAT scans and MRI images. Image processing in the laboratory can motivate students and make science relevant to student learning. Image processing is an excellent topic for classroom application of science research techniques.
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CHAPTER 1. IMAGE PROCESSING

In electrical engineering and computer science, image processing is any form of signal processing for which the input is an image, such as a photograph or video frame; the output of image processing may be either an image or, a set of characteristics or parameters related to the image. Most image-processing techniques involve treating the image as a two-dimensional signal and applying standard signal-processing techniques to it.

Image processing usually refers to digital image processing, but optical and analog image processing also are possible. The acquisition of images (producing the input image in the first place) is referred to as imaging.
1.1 Analog image processing

In electrical engineering and computer science, analog image processing is any image processing task conducted on two-dimensional analog signals by analog means (as opposed to digital image processing).

1.2 Digital image processing

Digital image processing is the use of computer algorithms to perform image processing on digital images. As a subcategory or field of digital signal processing, digital image processing has many advantages over analog image processing. It allows a much wider range of algorithms to be applied to the input data and can avoid problems such as the build-up of noise and signal distortion during processing. Since images are defined over two dimensions (perhaps more) digital image processing may be modeled in the form of Multidimensional Systems.
CHAPTER2.OPERATIONS
2.1 Image registration

Image registration is the process of transforming different sets of data into one coordinate system. Data may be multiple photographs, data from different sensors, from different times, or from different viewpoints.[1] It is used in computer vision, medical imaging, military automatic target recognition, and compiling and analyzing images and data from satellites. 








Registering and summing multiple exposures of the same scene improves signal to noise ratio, allowing to see things previously impossible to see.
2.1.1 Similarity measures for image registration
Image similarities are broadly used in medical imaging. An image similarity measure quantifies the degree of similarity between intensity patterns in two images.. Common examples of image similarity measures include cross-correlation, mutual information, sum of squared intensity differences, and ratio image uniformity. 
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2.1.2 Uncertainty
There is a level of uncertainty associated with registering images that have any spatio-temporal differences. A confident registration with a measure of uncertainty is critical for many change detection applications such as medical diagnostics.

In remote sensing applications where a digital image pixel may represent several kilometers of spatial distance (such as NASA's LANDSAT imagery), an uncertain image registration can mean that a solution could be several kilometers from ground truth.
2.2 Morphing






Three frames form a morph from George W. Bush to Arnold Schwarzenegger showing the mid-point between the two extremes

Morphing is a special effect in motion pictures and animations that changes (or morphs) one image into another through a seamless transition. Most often it is used to depict one person turning into another through technological means or as part of a fantasy or surreal sequenceX
2.2.1 Early examples of morphing
In the book The Hunger Games, two children tributes are called morphlings because they look so alike even though one was a boy and one a girl. Though the 1986 movie The Golden Child implemented very crude morphing effects from animal to human and back, the first movie to employ detailed morphing was Willow, in 1988.The cover for Queen's 1989 album The Miracle, featured the technique to morph the four band members' faces into one gestalt image. In 1991, morphing appeared notably in the Michael Jackson music video Black Or White and in the movies Terminator 2: Judgment Day etc.
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 2.2.2 Modern morphing techniques
In the early 1990s computer techniques such as distorting one image at the same time that it faded into another through marking corresponding points and vectors on the "before" and "after" images used in the morph. For example, one would morph one face into another by marking key points on the first face, such as the contour of the nose or location of an eye, and mark where these same points existed on the second face. The computer would then distort the first face to have the shape of the second face at the same time that it faded the two faces. Later, more sophisticated cross-fading techniques were employed that vignetted different parts of one image to the other gradually instead of transitioning the entire image at once

2.2.3 Controversies
Morphing is sometimes used to combine adult pornography and non-pornographic images of children into child pornography. In the United States the Child Pornography Prevention Act of 1996 was passed to criminalize these morphed images,[2] but the Supreme Court struck down CPPA in 2002 in Ashcroft v. Free Speech Coalition for being overly broad.
2.3 Image differencing

Image differencing is an image processing technique used to determine changes between images. The difference between two images is calculated by finding the difference between each pixel in each image, and generating an image based on the result. For this technique to work, the two images must first be aligned so that corresponding points coincide, and their photometric values must be made compatible, either by careful calibration, or by post-processing (using color mapping). The complexity of the pre-processing needed before differencing varies with the type of image.

Image differencing techniques are commonly used in astronomy to locate objects that fluctuate in brightness or move against the star field.The Hutchinson metric can be used to "measure of the discrepancy between two images for use in fractal image processing". 
2.4 Segmentation
In computer vision, segmentation refers to the process of partitioning a digital image into multiple segments (sets of pixels, also known as superpixels). The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze.[1] Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in images. More precisely, image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same label share certain visual characteristics.
The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image (see edge detection). 
2.5Digital compositing

Digital compositing is the process of digitally assembling multiple images to make a final image, typically for print, motion pictures or screen display. It is the evolution into the digital realm of optical film compositing.

There are two radically different digital compositing workflows: 

1.node-based compositing

2.layer-based compositing.

2.5.1 Software
The most historically significant nonlinear compositing system was the Cineon, which operated in a logarithmic color space, which more closely mimics the natural light response of film emulsions (the Cineon system, made by Kodak, is no longer in production). Compositing often also includes scaling, retouching and colour correction of images.
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CHAPTER3. APPLICATIONS

3.1Medical imaging

Medical imaging is the technique and process used to create images of the human body  for clinical purposes or medical science. Although imaging of removed organs and tissues can be performed for medical reasons, such procedures are not usually referred to as medical imaging, but rather are a part of pathology.

 
It is part of biological imaging and incorporates radiology, nuclear medicine, investigative radiological sciences, endoscopy, thermography, medical photography and microscopy .

Measurement and recording techniques which are not primarily designed to produce images, such as electroencephalography (EEG), magnetoencephalography (MEG), Electrocardiography (EKG) and others, but which produce data susceptible to be represented as maps (i.e. containing positional information), can be seen as forms of medical imaging.
3.1.1Radiography
Two forms of radiographic images are in use in medical imaging; projection radiography and fluoroscopy, with the latter being useful for catheter guidance. These 2D techniques are still in wide use despite the advance of 3D tomography due to the low cost, high resolution, and depending on application, lower radiation dosages. This imaging modality utilizes a wide beam of x rays for image acquisition and is the first imaging technique available in modern medicine.

· Fluoroscopy produces real-time images of internal structures of the body in a similar fashion to radiography, but employs a constant input of x-rays, at a lower dose rate. 

· Projectional radiographs, more commonly known as x-rays, are often used to determine the type and extent of a fracture as well as for detecting pathological changes in the lungs. 
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3.1.2Magnetic resonance imaging (MRI)







A brain MRI representation

A magnetic resonance imaging instrument (MRI scanner) resultS in images of the body. Like CT, MRI traditionally creates a two dimensional image of a thin "slice" of the body and is therefore considered a tomographic imaging technique. Modern MRI instruments are capable of producing images in the form of 3D blocks. Unlike CT, MRI does not involve the use of ionizing radiation and is therefore not associated with the same health hazards. 

3.1.3Photo acoustic imaging
Photoacoustic imaging is a recently developed hybrid biomedical imaging modality based on the photoacoustic effect. It combines the advantages of optical absorption contrast with ultrasonic spatial resolution for deep imaging in (optical) diffusive or quasi-diffusive regime. Recent studies have shown that photoacoustic imaging can be used in vivo for tumor angiogenesis monitoring, blood oxygenation mapping, functional brain imaging, and skin melanoma detection, etc.

3.1.4Breast Thermography
Digital infrared imaging thermography is based on the principle that metabolic activity and vascular circulation in both pre-cancerous tissue and the area surrounding a developing breast cancer is almost always higher than in normal breast tissue.

3.1.5 Ultrasound







Ultrasound representation of Urinary bladder and hyperplastic prostate
Medical ultrasonography is commonly associated with imaging the fetus in pregnant women. Other important uses include imaging the abdominal organs, heart, breast, muscles, tendons, arteries and veins. It provide less anatomical detail than techniques such as CT or MRI. It is very safe to use and does not appear to cause any adverse effects, although information on this is not well documented. It is also relatively inexpensive and quick to perform.

3.2Face detection
Face detection is a computer technology that determines the locations and sizes of human faces in arbitrary (digital) images. It detects facial features and ignores anything else, such as buildings, trees and bodies. 
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Automatic face detection with OpenCV.

Face detection can be regarded as a specific case of object-class detection. In object-class detection, the task is to find the locations and sizes of all objects in an image that belong to a given class. Examples include upper torsos, pedestrians, and cars.

Face detection can be regarded as a more general case of face localization. In face localization, the task is to find the locations and sizes of a known number of faces (usually one). In face detection, one does not have this additional information.

Early face-detection algorithms focused on the detection of frontal human faces, whereas newer algorithms attempt to solve the more general and difficult problem of multi-view face detection. That is, the detection of faces that are either rotated along the axis from the face to the observer (in-plane rotation), or rotated along the vertical or left-right axis (out-of-plane rotation), or both.

Face detection is also being researched in the area of energy conservation.[5] Televisions and computers can save energy by reducing the brightness. People tend to watch TV while doing other tasks and not focused 100% on the screen. The TV brightness stays the same level unless the user lowers it manually. The system can recognize the face direction of the TV user. When the user is not looking at the screen, the TV brightness is lowered. When the face returns to the screen, the brightness is increased.

3.3Computer vision

Computer vision is the science and technology of machines that see, where see in this case means that the machine is able to extract information from an image that is necessary to solve some task.
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Examples of applications of computer vision include systems for:

· Controlling processes (e.g., an industrial robot or an autonomous vehicle). 

· Detecting events (e.g., for visual surveillance or people counting). 

· Organizing information (e.g., for indexing databases of images and image sequences). 

· Modeling objects or environments (e.g., industrial inspection, medical image analysis or topographical modeling). 

· Interaction (e.g., as the input to a device for computer-human interaction).
3.3.1Related fields






Relation between computer vision and various other fields.

3.4Optical Sorting

Optical Sorting is a process of visually sorting a product though the use of Photodetector (light sensors), Camera, or the Human eye. In its simplest operation, a machine will simply see how much light is reflected off the object using a simple Photodetector and accept or reject the item depending on how reflective it is (light or dark).More sophisticated systems use Image processing to discriminate the colors of the object. Shape detection is an evolving ability. The term "Optical sorting" also includes manual seeing and manipulating processes.
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3.5Microscope image processing

Microscope image processing is a broad term that covers the use of digital image processing techniques to process, analyze and present images obtained from a microscope. Such processing is now commonplace in a number of diverse fields such as medicine, biological research, cancer research, drug testing, metallurgy, etc. A number of manufacturers of microscopes now specifically design in features that allow the microscopes to interface to an image processing system.
CHAPTER 4. IMAGE COMPRESSION
The objective of image compression is to reduce irrelevance and redundancy of the image data in order to be able to store or transmit data in an efficient form.






Figure4.1
A chart showing the relative quality of various jpg settings and also compares saving a file as a jpg normally and using a "save for web" technique
4.1 Data compression

Data compression, source coding or bit-rate reduction is the process of encoding information using fewer bits than the original representation would use.Compression is useful because it helps reduce the consumption of 
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expensive resources, such as hard disk space or transmission bandwidth. 
On the downside, compressed data must be decompressed to be used, and this extra processing may be detrimental to some applications. The design of data compression schemes therefore involves trade-offs among various factors, including the degree of compression, the amount of distortion introduced (if using a lossy compression scheme), and the computational resources required to compress and uncompress the data.
4.2 Lossless versus lossy compression
Lossless compression algorithms usually exploit statistical redundancy in such a way as to represent the sender's data more concisely without error. Lossless compression is possible because most real-world data has statistical redundancy. For example, in English text, the letter 'e' is much more common than the letter 'z', and the probability that the letter 'q' will be followed by the letter 'z' is very small. Another kind of compression, called lossy data compression or perceptual coding, is possible if some loss of fidelity is acceptable. Generally, a lossy data compression will be guided by research on how people perceive the data in question. For example, the human eye is more sensitive to subtle variations in luminance than it is to variations in color. JPEG image compression works in part by "rounding off" some of this less-important information. Lossy data compression provides a way to obtain the best fidelity for a given amount of compression.
Lossless compression schemes are reversible so that the original data can be reconstructed, while lossy schemes accept some loss of data in order to achieve higher compression.

However, lossless data compression algorithms will always fail to compress some files; indeed, any compression algorithm will necessarily fail to compress any data containing no discernible patterns. Attempts to compress data that has been compressed already will therefore usually result in an expansion, as will attempts to compress all but the most trivially encrypted data.

An example of lossless vs. lossy compression is the following string:
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25.888888888 
This string can be compressed as:

25.[9]8 

Interpreted as, "twenty five point 9 eights", the original string is perfectly recreated, just written in a smaller form. In a lossy system, using

26 

instead, the exact original data is lost, at the benefit of a shorter representation.

4.3Theory
The theoretical background of compression is provided by information theory (which is closely related to algorithmic information theory) for lossless compression, and by rate–distortion theory for lossy compression. The idea of data compression is deeply connected with statistical inference.

Many lossless data compression systems can be viewed in terms of a four-stage model. Lossy data compression systems typically include even more stages, including, for example, prediction, frequency transformation, and quantization.

4.3.1Machine learning
There is a close connection between machine learning and compression: a system that predicts the posterior probabilities of a sequence given its entire history can be used for optimal data compression (by using arithmetic coding on the output distribution), while an optimal compressor can be used for prediction (by finding the symbol that compresses best, given the previous history). This equivalence has been used as justification for data compression as a benchmark for "general intelligence".[1]
4.3.2Data differencing
Data compression can be seen as a special case of data differencing[2]

 HYPERLINK "http://en.wikipedia.org/wiki/Data_compression" \l "cite_note-2" [3] – data differencing consists of producing a difference given a source and a target, with patching producing a target given a source and a difference, while data compression consists of producing a compressed file given a target, and decompression consists of producing a target given only a compressed file. Thus, one can consider data compression as data differencing with empty source data, the compressed file corresponding to a "difference from nothing.
4.4 Compression algorithms
Lossless data compression
· Data deduplication 

· run-length encoding 

· dictionary coders 

· LZ77 & LZ78 

· LZW 

· Statistical Lempel Ziv 

· prediction by partial matching (also known as PPM) 

· context mixing 

· Dynamic Markov Compression (DMC) 

Lossy data compression
· discrete cosine transform 

· fractal compression 

· fractal transform 

· wavelet compression 

· vector quantization 

· linear predictive coding 
CHAPTER5.METHODS FOR LOSELESS COMPRESSION

5.1Run-length encoding

Run-length encoding (RLE) is a very simple form of data compression in which runs of data (that is, sequences in which the same data value occurs in many consecutive data elements) are stored as a single data value and count, rather than as the original run. This is most useful on data that contains many such runs: for example, simple graphic images such as icons, line drawings, and animations. It is not useful with files that don't have many runs as it could greatly increase the file size.

RLE also refers to a little-used image format in Windows 3.x, with the extension .rle, which is a Run Length Encoded Bitmap, used to compress the Windows 3.x startup screen.

5.1.1Example
For example, consider a screen containing plain black text on a solid white background. There will be many long runs of white pixels in the blank space, and many short runs of black pixels within the text. Let us take a hypothetical single scan line, with B representing a black pixel and W representing white:

WWWWWWWWWWWWBWWWWWWWWWWWWBBBWWWWWWWWWWWWWWWWWWWWWWWWBWWWWWWWWWWWWWW 

If we apply the run-length encoding (RLE) data compression algorithm to the above hypothetical scan line, we get the following:

12W1B12W3B24W1B14W 

This is to be interpreted as twelve W's, one B, twelve W's, three B's, etc.

The run-length code represents the original 67 characters in only 18. Of course, the actual format used for the storage of images is generally binary rather than ASCII characters like this, but the principle remains the same. Even binary data files can be compressed with this method; file format specifications often dictate repeated bytes in files as padding space. However, newer compression methods such as DEFLATE often use LZ77-based algorithms, a generalization of run-length encoding that can take advantage of runs of strings of characters (such as BWWBWWBWWBWW).

5.1.2Applications
Common formats for run-length encoded data include Truevision TGA, PackBits, PCX and ILBM. Run-length encoding performs lossless data compression and is well suited to palette-based iconic images. It does not work well at all on continuous-tone images such as photographs, although JPEG uses it quite effectively on the coefficients that remain after transforming and quantizing image blocks.Run-length encoding used in fax machines is relatively efficient.
5.2Chain code

A chain code is a lossless compression algorithm for monochrome images. The basic principle of chain codes is to separately encode each connected component, or "blot", in the image. For each such region, a point on the boundary is selected and its coordinates are transmitted. The encoder then moves along the boundary of the image and, at each step, transmits a symbol representing the direction of this movement. This continues until the encoder returns to the starting position, at which point the blot has been completely described, and encoding continues with the next blot in the image. This encoding method is particularly effective for images consisting of a reasonable number of large connected components.

Some popular chain codes include the Freeman Chain Code of Eight Directions[1] (FCCE), Vertex Chain Code[2] (VCC), Three OrThogonal symbol chain code[3] (3OT) and Directional Freeman Chain Code of Eight Directions[4] (DFCCE).

CHAPTER 6.METHODS FOR LOSSY COMPRESSION

6.1Chroma Subsampling

Chroma subsampling is the practice of encoding images by implementing less resolution for chroma information than for luma information, taking advantage of the human visual system's lower acuity for color differences than for luminance. It is used in many video encoding schemes — both analog and digital — and also in JPEG encoding.

6.1.1 How subsampling works
Because the human visual system is less sensitive to the position and motion of color than luminance,[2] bandwidth can be optimized by storing more luminance detail than color detail. At normal viewing distances, there is no perceptible loss incurred by sampling the color detail at a lower rate. In video systems, this is achieved through the use of color difference components. The signal is divided into a luma (Y') component and two color difference components (chroma).

Chroma subsampling deviates from color science in that the luma and chroma components are formed as a weighted sum of gamma-corrected (tristimulus) R'G'B' components instead of linear (tristimulus) RGB components. As a result, luminance and color detail are not completely independent of one another. There is some "bleeding" of luminance and color information between the luma and chroma components. The error is greatest for highly-saturated colors and can be somewhat noticeable in between the magenta and green bars of a color bars test pattern (that has chroma subsampling applied). This engineering approximation allows color subsampling to be more easily implemented.




Original without color subsampling. 200% zoom.




Image after color subsampling (compressed with Sony Vegas DV codec, box filtering applied.)

6.1.2Effectiveness
While chroma subsampling can easily reduce the size of an uncompressed image by 50% with minimal loss of quality, the final effect on the size of a compressed image is considerably less. This is due to the fact that image compression algorithms also remove redundant chroma information. In fact, by applying something as rudimentary as chroma subsampling prior to compression, information is removed from the image that could be used by the compression algorithm to produce a higher quality result with no increase in size. For example, with wavelet compression methods, better results are obtained by dropping the highest frequency chroma layer inside the compression algorithm than by applying chroma subsampling prior to compression. This is because wavelet compression operates by repeatedly using wavelets as high and low pass filters to separate frequency bands in an image, and the wavelets do a better job than chroma subsampling does.

6.1.3Controversy
The details of chroma subsampling implementation cause considerable confusion. Is the upper leftmost chroma value stored, or the rightmost, or is it the average of all the chroma values? This must be exactly specified in standards and followed by all implementors. Incorrect implementations cause the chroma of an image to be offset from the luma. Repeated compression/decompression can cause the chroma to "travel" in one direction. Different standards may use different versions for example of "4:2:0" with respect to how the chroma value is determined, making one version of "4:2:0" incompatible with another version of "4:2:0"..Chroma subsampling causes nasty problems for film makers trying to do keying with blue or green screening. The chroma interpolation along edges produces noticeable haloing artifacts.

6.2Fractal compression

Fractal compression is a lossy image compression method using fractals. The method is best suited for textures and natural images, relying on the fact that parts of an image often resemble other parts of the same image.[citation needed] Fractal algorithms convert these parts into mathematical data called "fractal codes" which are used to recreate the encoded image. Fractal compression differs from pixel-based compression schemes such as JPEG, GIF and MPEG since no pixels are saved. Once an image has been converted into fractal code, the image can be recreated to fill any screen size without the loss of sharpness that occurs in conventional compression schemes.

6.2.1Features
With fractal compression, encoding is extremely computationally expensive because of the search used to find the self-similarities. Decoding, however is quite fast. Compression efficiency increases with higher image complexity and color depth, compared to simple grayscale images.

Resolution independence and fractal scaling
An inherent feature of fractal compression is that images become resolution independent[7] after being converted to fractal code. This is because the iterated function systems in the compressed file scale indefinitely. This indefinite scaling property of a fractal is known as "fractal scaling".

Fractal interpolation
The resolution independence of a fractal-encoded image can be used to increase the display resolution of an image. This process is also known as "fractal interpolation". In fractal interpolation, an image is encoded into fractal codes via fractal compression, and subsequently decompressed at a higher resolution. The result is an up-sampled image in which iterated function systems have been used as the interpolant. Fractal interpolation maintains geometric detail very well compared to traditional interpolation methods like bilinear interpolation and bicubic interpolation.

6.3Transform Coding

Transform coding is a type of data compression for "natural" data like audio signals or photographic images. The transformation is typically lossy, resulting in a lower quality copy of the original input.

In transform coding, knowledge of the application is used to choose information to discard, thereby lowering its bandwidth. The remaining information can then be compressed via a variety of methods. When the output is decoded, the result may not be identical to the original input, but is expected to be close enough for the purpose of the application.

Conclusion

The report presents a novel approach for image compression. The lossy compression technique used seems not to degrade the image quality. A non-linear filter for smoothing the resulting image would be suitable for image enhancement. In general, the overall compression ratio is acceptable it compresses to about 15-30% the size of the original image. A lossless compression technique could be performed additionally to increase the compression factor. More levels of different bit length would probably improve the results.You have seen a few of the features of a good introductory image processing program. There are many more complex modifications you can make to the images. For example, you can apply a variety of filters to the image. The filters use mathematical algorithms to modify the image. Some filters are easy to use, while others require a great deal of technical knowledge. The software also will calculate the ra, dec, and magnitude of all objects in the field if you have a star catalog such as the Hubble Guide Star Catalog (although this feature requires the purchase of an additional CD-ROM).The standard tricolor images produced by the SDSS are very good images. If you are looking for something specific, you can frequently make a picture that brings out other details. The "best" picture is a very relative term. A picture that is processed to show faint asteroids may be useless to study the bright core of a galaxy in the same field.

You have seen a few of the features of a good 
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