Course Description

Description:
This course describes Intel® Hyper-Threading Technology and introduces the reader to the key aspects and benefits of Hyper-Threading Technology. 

Target Audience:
This course is designed for software engineers and application developers who develop applications for Desktop Hyper-Threading Technology enabled processors, such as the Intel® Pentium® 4 Processor with HT Technology. 

Prerequisite(s):
Software development expertise, familiarity with multi-threaded applications and multi-threading processor concepts. 

Course Length:
Estimated time of completion is 15 minutes, depending on your reading speed and the level of detail you desire. 
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Hyper-Threading Technology requires a computer system with an Intel® Pentium® 4 processor at 3.06 GHz or higher, a chipset and BIOS that utilize this technology, and an operating system that includes optimizations for this technology. Performance will vary depending on the specific hardware and software you use. See www.intel.com/info/hyperthreading for information. 

Course Objectives

After completing this course, you will 

· be able to identify the key aspects of Hyper-Threading Technology 

· be able to identify which processor resources are shared, partitioned, and replicated for Hyper-Threading Technology 

· be able to identify in which Intel processor Hyper-Threading Technology is enabled 
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Overview and Lesson Objectives

In this lesson, you will learn 

· the definition of Hyper-Threading Technology and important terms 

· how Hyper-Threading Technology improves performance of software applications 

When you finish this lesson, you will 

· be able to identify key aspects of Hyper-Threading Technology 

· be able to identify to what extent resources are under-utilized in the Intel® NetBurst™ microarchitecture by a typical mix of code 
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Important Terms Related to Hyper-Threading Technology

Hyper-Threading Technology enables a single processor to run two multi-threaded code threads simultaneously. The following terms are important to know when learning about Hyper-Threading Technology. 
· Intel® Pentium® 4 processor 

This processor is the 7th member of the X86 family of processors targeted to desktop and workstation markets. The Intel Pentium 4 processor is a follow-on to the Intel® Pentium® III processor, but introduces the new Intel® NetBurst™ microarchitecture
· Intel® Xeon™ processor 

This processor has all of the attributes of the Intel® Pentium® 4 Processor with enhancements targeted to benefit the server market, including a larger cache, integrated L3 cache in the Intel® Xeon™ processor MP, and additional circuits for server security.
· Intel® NetBurst™ microarchitecture 

This new microarchitecture adds significant enhancements to the core architecture of the Intel® Pentium® III Processor, including:

· Change in execution stages
· Changes in L1 code cache
· Changes to System bus speed
· Changes in maximum core speed
· Concurrency 

Concurrency is the simultaneous execution of multiple, structurally different application activities. Concurrency can include a system multitasking on the same activity or multitasking on multiple activities – for example, computation, disk access, and network access at the same time. Concurrency improves efficiency, reduces latency, and improves throughput. High concurrency reduces the amount of time an application spends idle. Concurrency is one of three metrics used by Intel® Solution Services, along with latency and throughput.

· Multi-processor 

More than one processor sharing the same system bus. The operating system (OS) must detect the presents of more than one physical processor.

· Thread 

A part of a program that can execute independently of other parts and concurrently with other parts on supporting operating systems. A thread usually has a many-to-one relationship with processes or applications (multi-threaded applications). Threads are specifically designed into software architecture and implemented through an operating system’s application programming interfaces.

· Multi-threading 

Breaking programs into separate executable sequences – threads – that can be executed concurrently for higher performance. Multi-threading is the process of executing multiple threads simultaneously in the same address space. The threads have different execution paths and separate stacks. It is possible that threads have the same execution paths but operate on different pieces of data.

· Hyper-Threading Technology 

Circuitry added to a processor that enables it to appear as two logical processors, resulting in a single physical processor appearing like two logical processors to an operating system and multi-threaded application. Each logical processor can execute a thread of a multi-threaded program. Hyper-threading is Intel's simultaneous multi-threading design, which was originally code-named Jackson Technology. It allows a single processor to manage data as if it were two processors by handling data instructions in parallel rather than one at a time. Hyper-Threading Technology is designed to improve system performance and efficiency.

· Execution of threads 

If multi-threaded programs are present, the OS can schedule the execution of threads (one thread of a multi-threaded program) to each processor. If the OS detects the presence of Hyper-Threading Technology-enabled processor(s), it can schedule threads to each logical and physical processor.

· 1 to 8 Physical processors up to 8 Threads

· 1 to 8 Hyper-Thread enabled processors = 16 Logical Processors = 16 Thread
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Comparing Environments -- Uni-processor Desktops

In a typical uni-processor desktop system, applications can reside in memory with the operating system, but only one application can access the processor’s resources at any given moment. Code is executed sequentially. 

Diag-------------------------1, 2
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Comparing Environments - Uni-processor Hyper-Threading Technology-enabled Desktops

When the type of physical processor is detected as a Hyper-Threading technology-enabled processor, the operating system can schedule threads to each logical processor similar to a dual processor system. With a Hyper-Threading Technology-enabled processor, two code threads can simultaneously execute on one processor at the same time, allowing multiple applications to simultaneously access the processor resources. Desktops single-user systems now have improved performance without the second physical processor. 

Diag-------------------------3,4
Comparing Environments -- Dual-processor Desktops

With two processors, multi-threaded code can simultaneously execute on two processors, allowing two applications to simultaneously access processor resources. Code can sequentially execute along two parallel paths. This provides a significant amount of speed up in throughput. 

There are very few dual processor systems designed as desktop single-user systems

Diag-------------------------5,6
Comparing Environments -- Dual-processor Hyper-Threading Technology-enabled Desktops

With two Hyper-Threading Technology-enabled processors, four code threads can simultaneously execute on two processors at the same time, allowing multiple applications to simultaneously access both processor resources. Code can sequentially execute along four virtually parallel paths. This can result in additional speedup.

Diag-------------------------7,8
Hyper-Threading Technology Defined

Many of today's operating systems and desktop applications, such as interactive games, are multi-threaded for use on multi-processor systems, providing higher performance. In these systems, separate processors and supporting hardware and firmware schedule and execute code in parallel. 

With Intel Hyper-Threading Technology, a single Desktop Hyper-Threading-enabled processor can simultaneously process two threads of code, improving the performance of multi-threaded code running on a single processor. 

Intel Hyper-Threading Technology is based on the inherent performance enhancements of the Intel® NetBurst™ microarchitecture. 

Click the 'On' button on the animation to the right to see how Hyper-Threading works. 

Diag-------------------------9,10
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Hyper-Threading Technology requires a computer system with an Intel® Pentium® 4 processor at 3.06 GHz or higher, a chipset and BIOS that utilize this technology, and an operating system that includes optimizations for this technology. Performance will vary depending on the specific hardware and software you use. See www.intel.com/info/hyperthreading for information. 

Hyper-Threading Technology Benefits

Intel Hyper-Threading Technology improves the utilization of onboard resources so that a second thread can be processed in the same processor. Hyper-Threading Technology provides two logical processors in a single processor package. 

Hyper-Threading Technology offers 

· improved overall system performance 

· improved throughput, because tasks run on separate threads 

· increased number of transactions that can be executed 

· compatibility with existing IA-32 software 

Code written for dual-processor (DP) systems is compatible with Intel Hyper-Threading Technology-enabled desktops. A Hyper-Threading Technology-enabled desktop will automatically process multiple threads of multi-threaded code. 

Click the 'Advance' button on the animation to the right to see the effects of Hyper-Threading. 
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Diag-------------------------11,12
Hyper-Threading Technology Improves Performance

Intel Hyper-Threading Technology offers better performance improvement as additional processors are added. Multi-processor systems with Hyper-Threading Technology can outperform multi-processor systems without Hyper-Threading Technology. 
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Utilization of Processor Resources

Intel Hyper-Threading Technology improves performance of multi-threaded applications by increasing the utilization of the on-chip resources available in the Intel® NetBurst™ microarchitecture. The Intel NetBurst microarchitecture provides optimal performance when executing a single instruction stream. A typical thread of code with a typical mix of Intel® IA-32-based instructions, however, utilizes only about 35 percent of the Intel NetBurst microarchitecture execution resources. 

By adding the necessary logic and resources to the processor die in order to schedule and control two threads of code, Intel Hyper-Threading Technology makes these underutilized resources available to a second thread of code, offering increased throughput and overall system performance. 

Hyper-Threading Technology provides a second logical processor in a single package for higher desktop performance. Systems containing multiple Hyper-Threading Technology-enabled processors can expect further performance improvement, processing two code threads for each processor. 

Click the 'Advance' button on the animation to the right to see how Hyper-Threading utilizes resources. 
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Diag-------------------------13, 13A, 14, 15,16, (A)
How Hyper-Threading Technology 

Overview and Lesson Objectives

In this lesson, you will learn 

· how Hyper-Threading Technology utilizes more of the resources of the Intel NetBurst microarchitecture 

· how threads are processed 

· When you finish this lesson, you will 

· be able to identify which resources of the Intel® NetBurst™ microarchitecture are shared, partitioned, and replicated 

· be able to identify in which state a logical processor is set when not running a thread 
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Multi-threaded Applications

Virtually all contemporary operating systems (including Microsoft Windows* and Linux*) divide their workload up into processes and threads that can be independently scheduled and dispatched. The same division of workload can be found in many high-performance applications such as database engines, scientific computation programs, engineering-workstation tools, multimedia programs, and graphic-intensive, single-player, and networked games. 

To gain access to increased processing power, developers design these programs to execute in dual-processor (DP) or multiprocessor (MP) environments. Processes and threads can be dispatched to run on a pool of several physical processors. 

With multi-threaded, MP-aware applications, instructions from several threads are simultaneously dispatched for execution by the processors' core. In processors with Hyper-Threading Technology, a single processor core executes these two threads concurrently, using out-of-order instruction scheduling to keep as many of its execution units as possible busy during each clock cycle. 
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Intel® NetBurst™ Microarchitecture Pipeline

Without Hyper-Threading Technology enabled, the Intel NetBurst microarchitecture processes a single thread through the pipeline. Recall that the typical mix of typical instructions only utilizes about 35% of the resources in the Intel NetBurst microarchitecture. 

Click the 'Advance' button to move through the pipeline

Diag-17,18,19
Managing Resources

Intel Hyper-Threading Technology enables two logical processors on a single physical processor by replicating, partitioning, and sharing the resources of the Intel® NetBurst™ microarchitecture. 
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Replicated resources create copies of the resources for the two threads 

· all per-CPU architectural states 

· instruction Pointers, Renaming logic 

· some smaller resources (e.g., return stack predictor, ITLB, etc.) 

Partitioned resources divide the resources between the executing threads 

· several buffers (Re-Order Buffer, Load/Store Buffers, queues, etc) 

Shared resources make use of the resources as needed between the two executing threads 

· out-of-Order execution engine 

· caches 
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Intel® NetBurst™ Microarchitecture Pipeline With Hyper-Threading Technology

When Hyper-Threading Technology is enabled, resources at each stage within the Intel® NetBurst™ microarchitecture are replicated, partitioned, and shared to execute two threads through the pipeline. 

Click the 'Advance' button to move through the pipeline.

Diag- 20,21,22 

Intel® NetBurst™ Microarchitecture Pipeline

As the microarchitecture processes code through the pipeline, each processor controls selections along the way at distinct points in the pipeline to access the resources. Processors switch the resources as needed.

 Daig-23, 23-A

Task Scheduling

The operating system (OS) schedules and dispatches threads of code to each processor. When a thread is not dispatched, the associated logical processor is kept idle. 

When a thread is scheduled and dispatched to a logical processor (LP0), the Hyper-Threading Technology utilizes the necessary processor resources to execute the thread. 

When a second thread is scheduled and dispatched on LP1, resources are replicated, divided, or shared to execute the second thread. As each thread finishes, the operating system idles the unused processor, freeing resources for the running processor. 

To optimize performance in multi-processor systems with Hyper-Threading Technology, the OS should schedule and dispatch threads to alternate physical processors before dispatching to different logical processors on the same physical processor. 

Click the 'Advance' button to move through the pipeline.

Diag-24, 24-A,25,26,27,28
* Legal Information and Privacy Policy © 2002 Intel Corporation 

Review

Hyper-Threading Technology provides two logical processors by replicating, partitioning, and sharing resources within the Intel® NetBurst™ microarchitecture pipeline. The OS schedules and dispatches threads to each logical processor, just as it would in a dual-processor or multi-processor system. As the system schedules and introduces threads into the pipeline, resources are utilized as necessary to process two threads. Each processor makes selections at points in the pipeline to control and process the threads. 

Prepare Code for Hyper-Threading

Overview and Lesson Objectives

In this lesson, you will learn 

· how threads that compete for shared resources can slow performance in Hyper-Threading Technology 

· how to prepare code for Hyper-Threading Technology 

When you finish this lesson, you will 

· know which programming technique to use when a thread lock is expected to be longer or shorter than an OS quantum of time 

· be able to identify when to use OS synchronization techniques to improve thread execution in a Hyper-Threading Technology environment 
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Reduce Resource Competition

A desktop with Hyper-Threading Technology-enabled processor(s) will automatically process two threads on each processor. Some code modules, however, might compete for shared resources, reducing the performance of the Hyper-Threading Technology processor. In a multi-processor system with Hyper-Threading Technology-enabled processors, the OS should dispatch code to different physical processors before scheduling multiple threads on the same processor. This kind of scheduling will keep resource competition to a minimum. 

When you suspect that two modules that compete for resources might be scheduled on the same Hyper-Threading Technology-enabled processor, you should prepare your code to detect for the presence of Hyper-Threading Technology and modify the code to prevent resource competition. 

For information on how to detect a Hyper-Threading Technology processor, see the course Detecting Hyper-Threading Technology. 

Spin-wait loops are an example where code written for a multi-processor (MP) environment might compete for resources in a Hyper-Threading Technology environment. 
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Spin-Wait Loops in MP Environment

In multi-processor environments, a thread might sit in a spin-wait loop while waiting for release of a lock that another thread holds. Until the lock is released, the thread in the loop will execute the loop as fast as it can. 

A simple loop might consist of a load, compare, and a branch else sleep(0). An efficient execution of such a loop by physical processor 0 can include simultaneous loads, compares, and branches - an endless consumption of the processors cycles until the lock is released. In a multi-processor environment, one processor does not impact the resource availability to a code thread running on another processor. 

	Processor 0
	Processor 1

	Spin Wait:

  Try to get lock

    If fail, 

       Jump to spin wait
	Important code

   ...

Release lock
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